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13.1 Introduction 

The automatic construction of large, high-resolution image mosaics is an 
active area of research in the fields of photogrammetry, computer vi
sion, image processing, and computer graphics. Image mosaics can be 
used for many different applications [163, 122]. The most traditional 
application is the construction of large aerial and satellite photographs 
from collections of images [186]. More recent applications include scene 
stabilization and change detection [93], video compression [125, 122, 
167] and video indexing [240], increasing the field of view [105, 177, 
266] and resolution [126, 50] of a camera, and even simple photo edit
ing [38]. A particularly popular application is the emulation of traditional 
film-based panoramic photography [175] with digital panoramic mosaics, 
for applications such as the construction of virtual environments [181, 
267] and virtual travel [49]. 

In computer vision, image mosaics are part of a larger recent trend, 
namely the study of visual scene representations [5]. The complete de
scription of visual scenes and scene models often entails the recovery 
of depth or parallax information as well [161, 239, 271]. In computer 
graphics, image mosaics play an important role in the field of image
based rendering, which aims to rapidly render photorealistic novel views 
from collections of real (or pre-rendered) images [48, 181, 49, 84, 168, 
144]. 

A number of techniques have been developed for capturing panoramic 
images of real-world scenes (for references on computer-generated environ
ment maps, see [86]). One way is to record an image onto a long film strip 
using a panoramic camera to directly capture a cylindrical panoramic im
age [182]. Another way is to use a lens with a very large field of view such 
as a fisheye lens [298]. Mirrored pyramids and parabolic mirrors can also 
be used to directly capture panoramic images [195]. 



228 H.-Y. Shum and R. Szeliski 

A less hardware-intensive method for constructing full view panoramas 
is to take many regular photographic or video images in order to cover 
the whole viewing space. These images must then be aligned and compos
ited into complete panoramic images using an image mosaic or "stitching" 
algorithm [177, 266,122,49,181,267]. 

For applications such as virtual travel and architectural walkthroughs, it 
is desirable to have complete (full view) panoramas, i.e., mosaics that cover 
the whole viewing sphere and hence allow the user to look in any direction. 
Unfortunately, most of the results to date have been limited to cylindrical 
panoramas obtained with cameras rotating on leveled tripods adjusted to 
minimize motion parallax [181, 49, 263, 267, 148]. This has limited the 
users of mosaic building to researchers and professional photographers who 
can afford such specialized equipment. 

The goal of our work is to remove the need for pure panning motion with 
no motion parallax. Ideally, we would like any user to be able to "paint" a 
full view panoramic mosaic with a simple hand-held camera or camcorder. 
In order to support this vision, several problems must be overcome. 

First, we need to avoid using cylindrical or spherical coordinates for 
constructing the mosaic, since these representations introduce singularities 
near the poles of the viewing sphere. We solve this problem by associating 
a rotation matrix (and optionally focal length) with each input image, and 
performing registration in the input image's coordinate system (we call 
such mosaics rotational mosaics [273]). A postprocessing stage can be used 
to project such mosaics onto a convenient viewing surface, i.e., to create an 
environment map represented as a texture-mapped polyhedron surrounding 
the origin. 

Second, we need to deal with accumulated misregistration errors, which 
are always present in any large image mosaic. For example, if we reg
ister a sequence of images using pairwise alignments, there is usually a 
gap between the last image and the first one even if these two images 
are the same. A simple "gap closing" technique can be used to force the 
first and last image to be the same, to refine the focal length estimation, 
and to distribute the resulting corrections across the image sequence [273, 
148]. Unfortunately, this approach works only for pure panning motions 
with uniform motion steps. In this paper, we present a global optimiza
tion technique, derived from simultaneous bundle block adjustment in pho
togrammetry [295], to find the optimal overall registration. 

Third, any deviations from the pure parallax-free motion model or ideal 
pinhole (projective) camera model may result in local misregistrations, 
which are visible as a loss of detail or multiple images (ghosting). To over
come this problem, we compute local motion estimates (block-based optical 
flow) between pairs of overlapping images, and use these estimates to warp 
each input image so as to reduce the misregistration [258]. Note that this 
is less ambitious than actually recovering a projective depth value for each 
pixel [161, 239, 271], but has the advantage of being able to simultaneously 
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FIGURE 13.1. Panoramic image mosaicing system 

model other effects such as radial lens distortions and small movements in 
the image. 

The overall flow of processing in our mosaicing system is illustrated in 
Figure 13.1. First, if the camera intrinsic parameters are unknown, the user 
creates a small mosaic using a planar projective motion model, from which 
we can compute a rough estimate of the focal length (Section 13.5). Next, 
a complete initial panoramic mosaic is assembled sequentially (adding one 
image at a time and adjusting its position) using our rotational motion 
model (Section 13.3) and patch-based alignment technique (Section 13.4). 
Then, global alignment (block adjustment) is invoked to modify each im
age's transformation (and focal length) such that the global error across 
all possible overlapping image pairs is minimized (Section 13.6). This stage 
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also removes any large inconsistencies in the mosaic, e.g., the "gaps" that 
might be present in a panoramic mosaic assembled using the sequential 
algorithm. Lastly, the local alignment (deghosting) algorithm is invoked to 
reduce any local misregistration errors (Section 13.7). The final mosaic can 
be stored as a collection of images with associated transformations, or op
tionally converted into a texture-mapped polyhedron or environment map 
(Section 13.9). 

The structure of our paper essentially follows the major processing stages, 
as outlined above. In addition, we show in Section 13.2 how to construct 
cylindrical and spherical panoramas, which are special cases of panoramic 
image mosaics with a known camera focal length and a simple translational 
motion model. Section 13.8 presents our experimental results1 using both 
global and local alignment, and Section 13.10 discusses these results and 
summarizes the components in our system. 

13.2 Cylindrical and Spherical Panoramas 

Cylindrical panoramas are commonly used because of their ease of con
struction. To build a cylindrical panorama, a sequence of images is taken 
by a camera mounted on a leveled tripod. If the camera focal length or field 
of view is known, each perspective image can be warped into cylindrical 
coordinates. Figure 13.2a shows two overlapping cylindrical images-notice 
how horizontal lines become curved. 

To build a cylindrical panorama, we map world coordinates2 p = 
(X, Y, Z) to 2D cylindrical screen coordinates ((}, v) using 

(} 

v 

tan-l (X/Z) 

Y/VX2 +Z2 

(13.1) 

(13.2) 

where (} is the panning angle and v is the scanline [267]. Similarly, we can 
map world coordinates into 2D spherical coordinates ((}, ¢) using 

(} 

¢ 

tan-l (X/Z) 
,----

tan-l (Y/VX2 + Z2). 

(13.3) 

(13.4) 

Once we have warped each input image, constructing the panoramic mo
saics becomes a pure translation problem. Ideally, to build a cylindrical or 

1 Example image sequences and results are also online 
www.research.microsoft.com/users/hshum/ijcv99/ijcv.htm. 

2To convert from image coordinates (x,y) to world coordinates (directions), 
we use (X, Y, Z) = (x + Cx , y + cy, f), where (cx , cy) are the coordinates of the 
camera's optical center, and f is the focal length measured in pixels (see Section 
13.3.2). 
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(a) 

FIGURE 13.2. Construction of a cylindrical panorama: (a) two warped images; 
(b) part of cylindrical panorama composited from a sequence of images. 

Once the alignment and blending steps are finished, we can clip the ends 
(and optionally the top and bottom) and write out a single panoramic 
image. An example of a cylindrical panorama is shown in Figure 13.2b. The 
cylindrical/spherical image can then be displayed with a special purpose 
viewer like QTVR or Surround Video. Alternatively, it can be wrapped onto 
a cylinder or sphere using texture-mapping. For example, the Direct3D 
graphics API has a CreateWrap primitive which can be used to wrap a 
spherical or cylindrical image around an object using texture-mapping. 
However, the object needs to be finely tessellated in order to avoid visible 
artifacts. 
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Creating panoramas in cylindrical or spherical coordinates has sev
eral limitations. First, it can only handle the simple case of pure pan
ning motion. Second, even though it is possible to convert an image 
to 2D spherical or cylindrical coordinates for a known tilting angle, ill
sampling at north pole and south pole causes big registration errors4 . 

Third, it requires knowing the focal length (or equivalently, field of 
view). While focal length can be carefully calibrated in the lab [284, 
263], estimating the focal length of lens by registering two or more im
ages is not very accurate, as we will discuss in Section 13.5. 

13.3 Alignment Framework and Motion Models 

In our system, we represent image mosaics as collections of images with 
associated geometrical transformations. The first stage of our mosaic con
struction algorithm computes an initial estimate for the transformation 
associated with each input image. We do this by processing each input 
image in turn, and finding the best alignment between this image and the 
mosaic constructed from all previous images.5 This reduces the problem 
to that of parametric motion estimation [25]. We use the hierarchical mo
tion estimation framework proposed by Bergen et al., which consists of four 
parts: (i) pyramid construction, (ii) motion estimation, (iii) image warping, 
and (iv) coarse-to-fine refinement [25]. 

An important element of this framework, which we exploit, is to per
form the motion estimation between the current new input image and 
a warped (resampled) version of the mosaic. This allows us to estimate 
only incremental deformations of images (or equivalently, instantaneous 
motion), which greatly simplifies the computation of the gradients and Hes
sians required in our gradient descent algorithm (e.g., compare the Hessians 
computed below with those presented in [267]). Thus, to register two im
ages Io(x) and h (x'), where x' is computed using some parametric motion 
model m, i.e., x' = f(x; m), we first compute the warped image 

i 1 (x) = h(f(x;m)) (13.9) 

(in our current implementation, we use bilinear pixel resampling). The task 
is then to find a deformation of il (x) which brings it into closer registra
tion with Io(x) and which can also be used to update the parameter m. 
The warp/register/update loop can then be repeated. In the next three 

4Note that cylindrical coordinates become undefined as you tilt your camera 
toward north or south pole. 

5To speed up this part, we can optionally register with only the previous image 
in the sequence. 
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than necessary, it suffers from slow convergence and sometimes gets stuck 
in local minima. For this reason, when we know that the camera is ro
tating around its optical axis, as opposed to undergoing general motion 
while observing a plane, we prefer to use the 3-parameter rotational model 
described next. 

13.3.2 3D Rotations and Zooms 
For a camera centered at the world origin, i.e., (X, Y, Z) = (0,0,0), the 
relationship between a 3D point p = (X, Y, Z) and its image coordinates 
x = (x, y, 1) can be described by 

where 

Xrv TVRp, 

o 
f 
o 

o 1 [ roo o ,and R = rIO 

1 r20 

(13.23) 

are the image plane translation, focal length scaling, and 3D rotation ma
trices. For simplicity of notation, we assume that pixels are numbered so 
that the origin is at the image center, i.e., Cx = cy = 0, allowing us to 
dispense with T (in practice, mislocating the image center does not seem 
to affect mosaic registration algorithms very much)Y The 3D direction 
corresponding to a screen pixel x is given by p rv R -1 V-1x. 

For a camera rotating around its center of projection, the mapping (per
spective projection) between two images k and l is therefore given by 

(13.24) 

where each image is represented by V kRk, i.e., a focal length and a 3D 
rotation. 

Assume for now that the focal length is known and is the same for all 
images, i.e, V k = V. Our method for computing an estimate of f from an 
initial set of homographies is given in Section 13.5. To recover the rotation, 
we perform an incremental update to Rk based on the angular velocity 
0= (wx,wy,wz), 

or (13.25) 

where the incremental rotation matrix R(O) is given by Rodriguez's for
mula [8], 

R(n, 8) = I + (sin 8)X(n) + (1 - cos 8)X(n)2 (13.26) 

llThe above equation also assumes a unit aspect ratio, no skew, and no radial 
distortion. 


































































