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Abstract—The rapid solution of surface interpolation and other regularization problems on massively parallel architectures is an important problem within computer vision. Fast relaxation algorithms can be used to integrate sparse data, resolve ambiguities in optic flow fields, and guide stereo matching algorithms. In the past, multigrid techniques have been used in order to speed up the relaxation. In this paper, we present an alternative to multigrid relaxation which is much easier to implement and more generally applicable. Our approach uses conjugate gradient descent in conjunction with a hierarchical (multi-resolution) set of basis functions. The resulting algorithm uses a pyramid to smooth the residual vector before the new direction is computed. We present simulation results which show the speed of convergence and its dependence on the choice of interpolator, the number of smoothing levels, and other factors. We also discuss the relationship of this approach to other multiresolution relaxation and representation schemes.
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I. INTRODUCTION

VISUAL surface interpolation [1] is an important component of low-level vision algorithms. It allows spare information—such as that obtained from feature-based stereo or motion—to be fused into a continuous visual surface. Surface interpolation is just one of a number of low-level vision algorithms that have been formalized using the theory or regularization [2], [3]. Other problems that have been studied using this formalism include scale-space stereo [4] and depth-from-motion [5].

The discrete formulation of surface interpolation and other regularization problems leads to the solution of a very large number of sparse linear equations (or equivalently, the minimization of an energy functional composed of many local energy terms). These equations map naturally onto massively parallel architectures such as the Connection Machine [6], [7], where each processor represents one node (variable) in the discrete formulation. Although iteration algorithms can be used to solve this system of equations, the convergence of these algorithms towards the true solution can be extremely slow. To speed up the convergence, multigrid techniques have been used successfully [8], [9]. Conjugate gradient descent and adaptive Chebychev acceleration methods have also been investigated [10], [11].

Recently, Yserentant devised a new relaxation technique which combines elements of both multigrid relaxation and conjugate gradient descent [12]. His approach uses a set of hierarchical basis functions, which are more global than the usual nodal basis set. This allows the algorithm to converge in $O(\log n)$ steps (where $n$ is the number of nodes), rather than the usual $O(n)$. The hierarchical basis function representation is similar to the multiresolution pyramidal representations used in image processing [13].

In this paper, we extend Yserentant’s approach to a wider variety of problem domains (such as piecewise-continuous thin plate models) and interpolants. We also develop an efficient version of the conjugate gradient algorithm which only requires a single sweep up and down a multiresolution pyramid. This algorithm works well in practice, is easy to implement, and can be applied to other problems such as 3-D surface modeling [14].

We begin this paper in Section II with a review of surface interpolation and other regularized problems and their discrete formulation. In Section III we present hierarchical basis functions, along with efficient parallel algorithms for converting between the hierarchical and nodal representations. In Section IV we review the usual conjugate gradient descent algorithm and present our new algorithm which uses smoothing of the residual to accelerate convergence. In Section V we show how to extend our algorithm to incorporate hard constraints on some of the surface points (this is used when true interpolation is desired). In Section VI we present some graphical examples of the new technique in action and numerical examples of convergence rates. In Section VII we discuss the advantages of the new approach over multigrid relaxation and discuss its relationship to other concurrent multigrid algorithms [15], [16]. We conclude that our new algorithm yields significant speedups over single-resolution relaxation techniques and is well suited to massively parallel architectures.

II. SURFACE INTERPOLATION

Surface interpolation, or visible surface reconstruction, has been one of the most intensely studied problems in low-level computer vision [1], [17], [18], [19]. It plays a central role in the construction of a continuous $2_1$-dimen-
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sional (2-D) sketch from sparse visual data [20]. The solution techniques used in surface interpolation can often be applied to other low-level vision problems such as optic flow computation [21] and shape from shading [22].

A. The Variational (Continuous) Problem

The problem of interpolating a two-dimensional surface through a set of data points is usually underconstrained, i.e., there are many possible surfaces which pass through the given points. One way of resolving this problem is to heuristically choose a good interpolating algorithm, e.g., to triangulate the domain and use piecewise linear patches. Another possibility is to cast surface interpolation as an optimization problem, e.g., to maximize the smoothness of the surface while minimizing the error of the fit to the data points. This latter approach, which is called variational spline fitting [23], is the one we examine here.

To formally characterize the optimization problem, we use regularization theory [24]. This mathematical technique imposes a weak smoothness constraint on the possible solutions. The functional to be minimized

\[ E(f) = E_d(f; \{ p_i \}) + \lambda E_s(f) \]  

(1)

is the weighted sum of two terms: the data compatibility constraint \( E_d(f; \{ p_i \}) \) and the smoothness constraint \( E_s(f) \). The regularization parameter \( \lambda \) is used to adjust the closeness of the fit between the surface and the data. Regularization has recently been applied to a wide range of problems in low-level computer vision [2], [9].

The data compatibility constraint measures the distance between the collection of depth values \( \{ p_i \} = \{ (u_i, v_i, d_i) \} \) and the interpolated surface \( f(u, v) \) using an energy measure

\[ E_d(f; \{ p_i \}) = \frac{1}{2} \sum w_i (f(u_i, v_i) - d_i)^2 \]  

(2)

where the weights \( w_i \) are inversely related to the variance of the measurements \( (w_i = \sigma_i^{-2}) \). This weighting of the data allows us to take into account the inherently uncertain nature of visual depth measurements [25].

The smoothness constraint (or stabilizer in regularization theory) is a functional or norm of \( f(u, v) \) that encodes the variation in the surface. Two examples of possible smoothness functionals are the membrane model

\[ E_s(f) = \frac{1}{2} \int \int (f_{uu}^2 + f_{uv}^2) \, du \, dv, \]

which is a small deflection approximation of the surface area, and the thin plate model

\[ E_s(f) = \frac{1}{2} \int \int (f_{uu}^2 + 2f_{uv}^2 + f_{vv}^2) \, du \, dv, \]

which is a small deflection approximation of the surface curvature (the subscripts indicate partial derivatives) [3]. These two models can be combined into a single functional

\[ E_s(f) = \int \int \rho(u, v) \left\{ [1 - \tau(u, v)] \left\{ f_{uu}^2 + f_{uv}^2 \right\} + \tau(u, v) \left\{ f_{uu}^2 + 2f_{uv}^2 + f_{vv}^2 \right\} \right\} \, du \, dv \]  

(3)

where \( \rho(u, v) \) is a rigidity function, and \( \tau(u, v) \) is a tension function. The rigidity and tension functions can be used to allow depth \( (\rho(u, v) = 0) \) and orientation \( (\tau(u, v) = 0) \) discontinuities.

To see the effects of using various smoothness constraints, consider the nine data points shown in Fig. 1(a). The interpolated solution using a membrane model is shown in Fig. 1(b). Note how the surface has visible peaks and dips corresponding to the location of the data points. In practice, the membrane interpolator is not sufficiently smooth for visual surface interpolation. The interpolated solution using a thin plate model is shown in Fig. 1(c). This model may sometimes prove to be too smooth, but is often a good choice. The controlled-continuity spline is shown in Fig. 1(d). Note that a depth discontinuity has been introduced by hand along the left edge and an orientation discontinuity along the right.

B. The Discrete Problem

To minimize (1) we apply the finite element method, which provides a systematic approach to the discretization and solution of variational spline problems [17]. We discretize \( f(u, v) \) on a regular rectangular fine-grained mesh of nodal variables. The advantage of such a representation is that it is independent of the location of the data points. We can thus add more points or combine data from different resolutions without changing the algorithm. It is also easier to represent discontinuities and local variations in smoothness in this form. The regular fine-grained nature of the mesh leads naturally to simple local parallel algorithms which can execute on a massively parallel array of processors.

Using a triangular conforming element for the membrane and a nonconforming rectangular element for the thin plate [17], we can derive the energy equations

\[ E_p(x) = \frac{1}{2} \sum_{i,j} \left[ (x_{i+1,j} - x_{i,j})^2 + (x_{i,j+1} - x_{i,j})^2 \right] \]  

(4)

for the membrane (the subscripts indicate spatial position) and

\[ E_p(x) = \frac{1}{2} \sum_{i,j} \left[ (x_{i+1,j} - 2x_{i,j} + x_{i-1,j})^2 \right. \]

\[ + 2(x_{i,j+1} - x_{i,j} - x_{i+1,j} + x_{i,j})^2 \]

\[ \left. + (x_{i,j+1} - 2x_{i,j} + x_{i,j+1})^2 \right] \]  

(5)

for the thin plate, where \( \bar{h} = |\Delta u| = |\Delta v| \) is the size of the mesh (isotropic in \( u \) and \( v \)). These equations hold at the interior of the surface. Near border points or discontinuities some of the energy terms are dropped or replaced by lower continuity terms [25]. The equation for the data

1The problem of automatically detecting discontinuities and creases in surfaces is an important problem that has been extensively studied in the field of computer vision [26], [18], [3], [27] but one that we will not address in this paper.

2The alternatives to our fine-grained discretization include finite elements defined over a data-dependent triangulation of the domain [28], [29] and kernel splines [30]. Nonregular or adaptive grids could also be used to give increased resolution where needed.
C. Determining the Solution

In principle, the solution to (10) can be found using either direct or iterative numerical methods. Direct methods [31] are impractical for solving large systems associated with fine meshes because of excessive storage requirements. Iterative methods [32], on the other hand, do not require any additional storage and are amenable to parallel implementations (see [33] for a survey of iterative methods applied to computer vision). The problem with straightforward relaxation schemes such as Gauss–Seidel [32] is that they are very slow to converge (Fig. 2). More sophisticated algorithms such as conjugate gradient [34] can give better performance (Fig. 3), but may still not be fast enough. Multigrid techniques [8], [35] have been applied successfully to many computer vision problems [9]. However, they are tricky to implement and require a fairly smooth solution to be effective (Section VII). What we present next is an alternative multiresolution technique that uses a different set of basis functions for the finite element discretization.

III. HIERARCHICAL BASIS FUNCTIONS

The discrete equations we developed in the previous section were obtained by using nodal basis functions, which have local support [34]. This makes the computation of the discrete equations easier (more uniform), and results in a set of sparse equations, which are essential for a massively parallel implementation. An alternative to these nodal basis functions are the hierarchical basis functions developed by Yserentant [12]. In this approach, the usual nodal basis set $x$ is replaced by a hierarchical basis set $y$. Certain elements of the hierarchical basis set have larger support than the nodal basis elements, which allows the relaxation algorithm to converge more quickly when using the hierarchical set.

Consider the problem of representing a one-dimensional function on the interval $[0, 4]$ using 5 nodal variables. If we used linear interpolation, the set of 5 nodal basis functions would be as shown in Fig. 4(a). Here, each basis function is a triangle function of extent 2 (except for the end functions, which are half-triangles). The hierarchical basis for this same domain would be the set of 5 functions shown in Fig. 4(b). Here, the basis functions are grouped into levels, with the functions at the higher (coarser) levels having a larger extent.

We can easily convert between the nodal basis representation $x$ (a 5 element vector) and the hierarchical nodal basis $y$ with a simple linear (matrix) transform

$$ x = S y. \quad \text{(11)} $$

Because of the structure of the basis function, the matrix $S$ can be decomposed into a series of sparse matrices

$$ S = S_1 S_2 \cdots S_{k-1}, \quad \text{(12)} $$

3For an $N \times N$ image, we require $O(N^4)$ storage and $O(N^4)$ operations for a direct solution.
where \( L \) is the number of levels in the hierarchical basis set. Each of the component matrices \( S_i \) interpolates the nodes at level \( l + 1 \) to level \( l \) and adds in the nodes corresponding to the new level.

For our 5 point example, we have

\[
S_1 = \begin{pmatrix}
1 \\
\frac{1}{2} & 1 & \frac{1}{2} \\
\frac{1}{2} & 1 & \frac{1}{2} \\
\frac{1}{2} & 1 & \frac{1}{2} \\
& & 1
\end{pmatrix},
\]

\[
S_2 = \begin{pmatrix}
1 \\
\frac{1}{2} & 1 & \frac{1}{2} \\
\frac{1}{2} & 1 & \frac{1}{2} \\
& & 1
\end{pmatrix},
\]

and

\[
S = S_1 S_2 = \begin{pmatrix}
1 \\
\frac{1}{3} & 1 & \frac{1}{3} & \frac{1}{3} \\
\frac{1}{4} & 1 & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
& & & & 1
\end{pmatrix}.
\]

The columns of \( S \) give the values of the hierarchical basis functions at the nodal variable locations. Note that while some of these basis functions may have global extent, the column of the component matrices \( S_i \) are of fixed size (e.g., for our 1-D linear interpolant, at most 2 off-diagonal element of a column of \( S_i \) are nonzero, while for a 2-D bilinear interpolant, at most 9 entries are nonzero).

In his paper, Yserentant uses recursive subdivision of triangles to obtain the nodal basis set. The corresponding hierarchical basis then consists of the top-level (coarse) triangulation, along with the subtriangles that are generated each time a larger triangle is subdivided. Linear in-
We also use the adjoint of this operation

\[
S^T \quad \text{for } l = 1 \text{ to } L - 1 \\
\quad \text{for } i \in \mathcal{M}_l \\
\quad \quad \text{for } j \in \mathcal{M}_l \\
\quad \quad \quad x(j) = x(j) + w(i; j) x(i)
\]

end \( S^T \)

in the conjugate gradient descent algorithm that we develop in the next section. For completeness, we can also define the inverse mapping

\[
S^{-1} \quad \text{for } l = 1 \text{ to } L - 1 \\
\quad \text{for } i \in \mathcal{M}_l \\
\quad \quad \text{for } j \in \mathcal{M}_l \\
\quad \quad \quad x(i) = x(i) - w(i; j) x(j)
\]

end \( S^{-1} \)

and its transpose

\[
S^{-T} \quad \text{for } l = L - 1 \text{ down to } 1 \\
\quad \text{for } i \in \mathcal{M}_l \\
\quad \quad \text{for } j \in \mathcal{M}_l \\
\quad \quad \quad x(j) = x(j) - w(i; j) x(i)
\]

end \( S^{-T} \),

although neither will be used in our implementation.

These mapping algorithms are easy to code (once the interpolation functions have been implemented) and require very few computations to perform. On a serial machine, each procedure uses \( O(n) \) operations (multiplica-
tions and additions), where \( n \) is the number of nodes. This is because each of the local basis functions (the columns of \( S \)) is either the identity (no operation) or have fixed (constant) support. Thus, while the basis functions in \( S \) can have global support, the hierarchical structure of \( S \) allows us to use efficient \( O(N) \) recursive algorithms to compute the basis transforms. On a parallel machine, \( O(L) \) parallel steps are required, where \( L \leq \log_2 n \) is the number of levels in the pyramid. This is the same number of steps as is needed to perform the global summations (inner products) used in the conjugate gradient algorithm. Note that although we have defined the hierarchical basis over a pyramid, it can actually be represented in the same space as the usual nodal basis and the transformations between bases can be accomplished in place.

The hierarchical basis set allows us to minimize exactly the same energy as the one we derived from the discretization on the finest grid. Substituting \( x = Sy \) into (9), we obtain the new energy equation

\[
E(y) = \frac{1}{2} y^T (S^T A S) y - y^T (S^T b) + c
\]

(13)

where the \( \cdot \) identifies the hierarchical basis vectors and matrices. The advantage of minimizing this new equation is that the condition number of the matrix \( A \) is much smaller than that of the original matrix \( A \) [12] (see Section VI-B). This means that iterative algorithms such as conjugate gradient will converge much faster [34].

Unfortunately, the \( A \) matrix is not as sparse as the original matrix \( A \), so that a direct minimization of (13) is not practical. Instead, as we will see in the next section, we use the recursive mapping algorithms \( S \) and \( S^T \) in conjunction with the original matrix \( A \) and vector \( b \) to compute the required residuals and inner products.

IV. CONJUGATE GRADIENT DESCENT

Conjugate gradient descent is a numerical optimization technique closely related to steepest descent algorithms [34], [38]. At each step \( k \), a direction \( d_k \) is selected in the state space, and an optimally sized step is taken in this direction. In steepest descent, the direction is always equal to the current negative gradient of the function being minimized. In conjugate gradient descent, we modify this direction so that successive directions are conjugate with respect to \( A \), i.e., \( d_k \cdot A d_k = 0 \).

A description of the usual (nodal basis) conjugate gradient descent is shown in the left column of Fig. 7. We first compute the residual \( r_0 \), which is the negative gradient of the energy. We then find the value of \( \beta_k = x^T b / x^T A x \), which is the negative gradient of the energy (the numerator and denominator of \( \beta_k \) is fixed). This involves computing the inner product of the resulting vector \( w_k \) and direction \( d_k \).

will make the new and old directions conjugate. Having selected a direction \( d_k \), we choose the optimal step size \( \alpha_k \) so as to minimize \( \Delta E(x_k + \alpha_k d_k) \). This involves computing the product of the sparse matrix \( A \) and the direction \( d_k \), and computing the inner product of the resulting vector \( w_k \) and \( d_k \). On a fine-grained parallel architecture, the matrix operation is computable in time proportional to the size of the molecules in \( A \) (e.g., 13 for the thin plate), and the inner product summation is computable in \( \log n \) steps using a summing pyramid.

For a quadratic energy equation such as (9) or (13), the conjugate gradient algorithm is guaranteed to converge to the correct solution in \( n \) steps, in the absence of roundoff error. As we mentioned in the previous section, however, we can obtain much faster convergence to an approximate solution if we minimize the energy expressed using the hierarchical basis (13) instead of the original energy (9). The resulting algorithm is shown in the right column of Fig. 7. In this algorithm, we update the state of the hierarchical basis vector \( y_k \) by computing the residual vector \( r_k \) and direction vector \( d_k \). To implement the matrix multiplications \( d_k \) and \( A y_k \), we use the mapping operations \( S \) and \( S^T \) before and after the matrix product with the original sparse matrix \( A \). In the process, we collect the quantities \( d_k \) and \( y_k \) into the molecular representations \( d_k \) and \( y_k \). This implementation thus uses two calls to \( S \) and two calls to \( S^T \) to compute the required quantities for the conjugate gradient descent.

Inspection of the algorithm shown in Fig. 7 shows that it can be simplified to reduce the number of mappings required. We note that in steps 6 and 7 the quantities \( \alpha_k \) and \( \beta_k \) (the numerator and denominator of \( \alpha_k \)) can be computed just as easily using the regular nodal basis representation. Upon reflection, this is not surprising, since once the direction \( d_k \) (or the equivalent \( d_k \)) has been selected, the size of the step must be the same independent of which representation is used. Similarly, in step 2 we can replace the inner product \( r_k x_k \) with the inner product \( d_k A d_k \) with the inner product \( w_k d_k \).
product $r_{k+1} \cdot w_{k+1}$, where $r_{k+1} = SS^T r_{k+1}$ is the smoothed residual vector.

If we now use step 4b instead of 4a and use 9b instead of 9a, we obtain an algorithm that is nearly identical to the original conjugate gradient algorithm. The only difference is that we now smooth the residual vector $r_{k+1} = S^T r_{k+1}$ using a sweep up ($S^T$) and then back down ($S$) the pyramid to obtain the vector $r_{k+1}$. This smoothed vector dictates the new direction. The resulting algorithm is called the untransformed preconditioned conjugate gradient method [34]. We can further reduce the amount of computation at each iteration by replacing 1a with

$$ r_i = r_{i-1} - c_{i-1}A d_{i-1}, $$

where $d_{i-1}$ was already computed at step 5a of the previous iteration [34].

V. HARD CONSTRAINTS

One of the attractions of the energy-based framework for surface interpolation presented in this paper is that we can accommodate both soft (spring-like) and hard (interpolating) data constraints. To implement a hard constraint at node $i$, we set $w_i = \alpha_i^{-1}$ in (2) to a very large number. Unfortunately, this increases the condition number of the $A$ matrix, and slows down the convergence of gradient descent algorithms such as conjugate gradient and hierarchical conjugate gradient (an example of this is given in the next section).

One possibility for circumventing this is to re-write the set of linear equations $Ax = b$, replacing the ith row with the simple equation $x_i = d_i$. In the process of doing this, however, the symmetry of the $A$ matrix is destroyed, and we can no longer minimize the old energy equation. Instead, we must minimize the squared residual $||Ax - b||^2$. The convergence of the conjugate gradient algorithm now depends on the condition number of $A^T A$, which is larger than that of the original matrix [34].

Another possibility is to partition the set of variables $x$ into free variables $x_1$ and fixed variables (constants) $x_2$. We set the fixed variables to the desired values at the beginning of the program, and never change them subsequently. Let $P$ be the matrix which permutes the nodes so that $x_1$ and $x_2$ are separated

$$ [x_1] = P_1 x, \quad [x_2] = P_2 x $$

(note that $P^T = P^{-1}$). We can then rewrite the energy equation (9) as

$$ E(x_2) = \frac{1}{2} \begin{bmatrix} x_1^T & x_2^T \end{bmatrix} \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} - \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} + c $$

(14)

where

$$ \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} = PAP^T \quad \text{and} \quad \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} = Pb. $$

The residual (negative gradient) of the new energy equation is

$$ r_i = b_i - (A_{11} x_1 + A_{12} x_2), = P_i r_i, $$

i.e., we simply sample the residual from the original equation at the free variables. In practice, when using conjugate gradient it suffices to zero out the components of the residual and direction vectors that correspond to fixed variables.

When using the hierarchical basis approach, however, we cannot directly apply this simple technique. If we use the same set of basis functions as before (represented by the interpolation matrix $S$), we find that each hard constraint maps into a linear equation in $y$. Once again, we can no longer use a direct energy minimization approach. To overcome this problem, we partition the set of hierarchical variables into free variables $y_1$ and fixed variables $y_2$. The easiest way to do this is to make the hierarchical variables coincident with the fixed nodal variable be fixed. We can thus write $y_1 = P_1 y$ and $y_2 = P_2 y$.

Since some of the hierarchical basis variables are now fixed, we have to modify the interpolation matrix $S$ so that the fixed nodal variables are computed using only fixed hierarchical variables. Again, the easiest way to accomplish this is to equate the two sets of variables, $y_2 = x_2$.

The interpolation equation now has the form

$$ \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} S_{11} & S_{12} \\ 0 & I \end{bmatrix} \begin{bmatrix} y_1 \\ y_2 \end{bmatrix}, $$

where

$$ \begin{bmatrix} S_{11} & S_{12} \\ 0 & I \end{bmatrix} = PS'P^T. $$

To compute the new interpolation matrix $S'$, we change the rows in the $S_i$ matrices corresponding to fixed variables to be unit vectors.

This change in the interpolation matrix (and hence the basis functions) is easy to implement in practice. In terms of the mapping algorithms presented in Section III, we simply remove the fixed nodes from the $\mathbb{M}$ sets (or equivalently, we set $w(i,j)$ to zero if node $i$ is fixed).

Using the new interpolation matrix, we can rewrite the energy equation in the hierarchical variables (13) as

$$ E(y_2) = \frac{1}{2} \begin{bmatrix} y_1^T S_{11} + y_2^T S_{21} \\ y_1^T S_{12} + y_2^T S_{22} \end{bmatrix} \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} S_{11} y_1 + S_{12} y_2 \\ y_2 \end{bmatrix} - \begin{bmatrix} y_1^T S_{11} + y_2^T S_{21} \\ y_1^T S_{12} + y_2^T S_{22} \end{bmatrix} \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} + c. $$

Note that even though we are using a smoothed residual vector to select the direction, we are still guaranteed to be minimizing the same energy. The smoothing only affects the condition number of the $A$ (Hessian) matrix, and hence the asymptotic rate of convergence.
The residual of this energy equation is
\[ \hat{r}_i = S'_{11}(b_1 - A_{11}S_{11}y_1 - A_{12}S_{12}y_2 - A_{13}y_3) \]
\[ = S'_{11}P_i, \] (17)

This last expression is equivalent to applying $S'^T$ to the residual vector with zeros at the fixed locations, and then sampling at the free variables.

The structure of the final hierarchical conjugate gradient algorithm with hard constraints is thus quite simple. We compute the residual using the usual equations, then zero out the components corresponding to the fixed variables. We then apply the new transform $S'^T$ going up the pyramid (ignoring contributions from points which are fixed), and zero out the resulting hierarchical residual vector at fixed node locations. A sweep down the pyramid using $S'$ (ignoring contributions to the fixed points) completes the computation of the smoothed residual $\hat{r}$. The algorithm can then proceed as before.

VI. EVALUATION

A. Convergence of Iterative Algorithms

To evaluate the performance of our new algorithm, we ran a number of experiments on synthetic and real data sets. The set of points used in the first set of runs is the one shown in Fig. 1(a). For each of the three models tested (membrane, thin plate, and controlled-continuity thin plate), the optimal solution $x^*$ for the $33 \times 33$ grid was computed by using 2000 iterations of conjugate gradient descent. For each experiment (defined by a suitable choice of interpolator and number of levels), the root mean squared (RMS) error
\[ e_k = |x_k - x^*|/\sqrt{n} \]
was plotted as a function of the number of iterations $k$.

Fig. 8 shows the effects of varying the number of smoothing levels in the pyramid ($L$) on the convergence rate. The topmost curve ($L = 1$) is the convergence rate of the usual nodal basis conjugate gradient descent algorithm. The surprising result is that the fastest convergence is obtained when $L = 4$ and $L = 5$ instead of $L = 6$ (the full pyramid). Fig. 9 ($L = 4$) and 10 ($L = 6$) show the state of the hierarchical conjugate gradient algorithm after 1, 10, and 100 iterations. Initially, the larger number of smoothing levels used leads to a faster convergence. As time goes on, however, the large number of levels tends to over-smooth the residual vector. It seems that the optimum number of levels to be used is related to the density of the underlying data points (see Section VI-B). We are currently investigating methods for determining the optimal number of levels based on this information (i.e., based on the local structure of the stiffness matrix $A$). Another possibility might be to adjust the number of levels adaptively during the relaxation.

Fig. 11 shows the effects of using different interpolators on the convergence rate (for this plot, the best value of $L$, usually 4 or 5, was used). The bilinear interpolator and bilinear interpolator with discontinuities seem to work the best. The convergence rates for the thin plate without discontinuities (Fig. 12) and continuous membrane (Fig. 13) are even faster. Compared to coarse-to-fine Gauss–Seidel relaxation (Fig. 14), the hierarchical conjugate gradient algorithm is much faster.

The convergence rate of the hierarchical conjugate gradient algorithm also depends on the choice of the regularization parameter $\lambda$. As $\lambda \rightarrow 0$, the data component of the energy equation (9) starts to dominate and the condi-
Fig. 10. Hierarchical conjugate gradient \((L = 6)\) relaxation example after (a) 1 iteration, (b) 10 iterations, (c) 100 iterations.

Fig. 12. Algorithm convergence as a function of \(L\): thin plate, bilinear interpolator.

Fig. 11. Algorithm convergence as a function of interpolator: controlled-continuity thin plate, \(L = 4\) or 5.

Fig. 13. Algorithm convergence as a function of \(L\): membrane, bilinear interpolator.

As we discussed in the previous section, the alternative to using small \(\lambda\) when doing interpolation is to use hard constraints. The convergence of the resulting true interpolation algorithm is shown in Fig. 17. The convergence rates are slower than for \(\lambda = 1\), but faster than for \(\lambda = 0.1\). As \(\lambda\) is decreased further, the advantage of using hard constraints becomes more pronounced.

The hierarchical basis conjugate gradient algorithm has also been tested on real digital terrain data interpolated over large meshes. Fig. 18 shows an example of data that was obtained from matching isolated features in a stereo
pair of aerial images. Fig. 18(a) shows one of the two intensity images that was input to the STEREOYS stereo matching system [39]. Fig. 18(b) shows the set of 7696 matches that were produced by this algorithm in a subregion of this image. These points were then given as sparse elevation constraints to the thin plate interpolating program. The resulting dense elevation map (106 × 99 grid) is shown as a contour map in Fig. 18(c).

Fig. 14. Convergence of coarse-to-fine Gauss-Seidel relaxation. Four levels were used, with 200 iterations at each level, followed by bilinear interpolation. This is about the same amount of computation as 200 iterations of hierarchical conjugate gradient.

Fig. 15. Algorithm convergence for \( \lambda = 0.1 \): controlled-continuity thin plate, bilinear interpolator.

Fig. 16. Algorithm convergence for \( \lambda = 10 \): controlled-continuity thin plate, bilinear interpolator.

Fig. 17. Algorithm convergence for true interpolator (hard constraints): controlled-continuity thin plate, bilinear interpolator.

Fig. 18 shows the relative performance of a number of relaxation algorithms that were applied to the data set in Fig. 18 [40]. The topmost curve corresponds to weighted Jacobi relaxation (\( \omega = 0.25 \)), which is the slowest of the algorithms tested. The second curve is for Gauss–Seidel, which initially converges faster but then also tails off. Conjugate gradient does better and continues to converge towards the solution at a reasonable rate. Using precon-
B. Eigenvalues and Condition Numbers

The experimental results we have presented demonstrate that the hierarchical basis conjugate gradient algorithm offers dramatic speedups over traditional single-resolution algorithms. This speedup is due to the decrease in condition number as the stiffness matrix \( A \) is replaced by the preconditioned matrix \( A_\Omega \). Rather than simply relying on our experiments to demonstrate this effect, we can actually compute the condition numbers for \( A \) and \( A_\Omega \) and predict the theoretical speedups available with this approach.

The condition number of a symmetric positive definite matrix \( A \) is the ratio of its largest and smallest eigenvalues

\[
\kappa(A) = \frac{\lambda_n}{\lambda_1}, \tag{18}
\]

In general, numerical methods for minimizing a functional tend to behave badly if the condition number of the Hessian \( A \) is large. In particular, it can be shown that the number of iterations required to reduce the solution error by a factor \( \varepsilon \) is bounded from above by some function of \( \kappa(A) \) [34]. Let \( p(\varepsilon) \) be the smallest integer \( k \) such that

\[
\| x_k - x^\dagger \|_A < \varepsilon \| x_0 - x^\dagger \|_A,
\]

where \( \| x \| = (x^T A x)^{1/2} \) is called the energy norm. For steepest descent methods, we have

\[
p(\varepsilon) \leq \frac{1}{2} \kappa(A) \ln \left( \frac{1}{\varepsilon} \right) + 1, \tag{19}
\]

whereas for conjugate gradient we have

\[
p(\varepsilon) \leq \frac{1}{2} \sqrt{\kappa(A)} \ln \left( \frac{2}{\varepsilon} \right) + 1. \tag{20}
\]

The difference between these two formulas is significant. For a moderately large condition number (e.g., \( \kappa = 10^4 \)), reducing the error by a factor of \( \varepsilon = 10^{-4} \) would take over 46,000 steps of steepest descent but only 426 steps of conjugate gradient descent.

To compute the minimum and maximum eigenvalues, we can use forward and inverse iteration [41]. Forward iteration,

\[
x_k = A x_{k-1}, \quad \rho_k = (x_{k-1} \cdot x_k)/(x_{k-1} \cdot x_{k-1})
\]

\[
x_k = x_k / (x_k \cdot x_{k-1})^{1/2},
\]

involves repeatedly evaluating the sparse matrix/vector product \( A x \) and provides an approximation to the largest eigenvalue \( \lambda_n \equiv \rho_k \) and its associated eigenvector \( \phi_n \equiv x_k / (x_k \cdot x_k)^{1/2} \). Inverse iteration,

\[
A \bar{x}_k = x_{k-1}, \quad \rho_k = (\bar{x}_k \cdot x_{k-1}) / (x_k \cdot x_k)
\]

\[
x_k = \bar{x}_k / (\bar{x}_k \cdot x_k)^{1/2},
\]

requires repeatedly solving the equations \( A x = z \) and provides an approximation to the smallest eigenvalue \( \lambda_1 \equiv \rho_k \) and its associated eigenvector \( \phi_1 \equiv x_k \). These algo-
rithms for computing the eigenvalues are easy to add to our existing surface interpolation algorithm since they do not involve any matrix factorization or determinant computation. Inverse iteration, however, can be quite slow.

When applied to our synthetic nine point example, the forward and inverse iteration procedures produce the two eigenvalues shown in Fig. 20(a) \((\lambda_1 = 0.000827)\) and (b) \((\lambda_{1089} = 77.52)\). The eigenvector corresponding to the smallest eigenvalue shows the low-frequency component, which is the slowest to die out in traditional single-resolution relaxation. The eigenvector corresponding to the largest eigenvalue shows the high-frequency component that dies out quickly. We can similarly compute the eigenvalues and eigenvectors for the preconditioned sti
tness \(\tilde{A}\) using a combination of forward/inverse iteration and the basis transform routines \(S, S^T, S^{-1}\), and \(S^{-T}\). Fig. 21(a) \((\lambda_1 = 0.003979)\) and (b) \((\lambda_{1089} = 121.44)\) show the eigenvectors\(^6\) for the hierarchical basis discretization with \(L = 3\). The low-frequency eigenvector has a larger eigenvalue associated with it than before (which is good, since it decreases the condition number). The high-frequency eigenvector shows some influence of multiresolution smoothing.\(^7\)

Table I shows the change in condition number and minimum/maximum eigenvalues as the number of smoothing levels in the hierarchical basis is changed. The smallest condition number is obtained for \(L = 3\), which is close to the optimum \(L = 4\) observed in Fig. 8. Table I also shows how the condition numbers vary with the size of the grid. As expected, the condition numbers increase for finer meshes. The optimum number of smoothing levels also increases with the grid size, which indicates that there is an optimum smoothing level independent of the fine grid size.

Table II shows the change in condition number as the interpolator and number of smoothing levels are changed. From the error plots in Fig. 11, it seemed that the rate of convergence was not very dependent on the choice of interpolator. Table II, on the other hand, shows that using the bilinear interpolator with discontinuities significantly reduces the condition number, and hence the theoretical rate of convergence. It is difficult to say if this difference will turn out to be significant in practice, where the convergence depends not only on the condition number, but also on the starting state.

The condition numbers for the thin plate and membrane interpolators without discontinuities are shown in Tables III and IV. The condition numbers for both of these cases are lower to start with and show a much more moderate growth with grid size when the hierarchical basis set is used. These two cases are more similar to the problem that Yserentant analyzed in his paper [12]. However, he analyzed a model problem where there were no inhomogeneous data constraints inside the solution domain, whereas in our case, we have sparse data constraints throughout. This explains why for our data sets, using the maximum number of smoothing levels possible is not the best choice.

We can also study the dependence of the condition numbers on the regularization parameter \(\lambda\) (not to be confused with the eigenvalues \(\lambda_1\) and \(\lambda_2\)). Table V shows this dependence. The first line \((\lambda = 0.1)\) shows the growth in condition number as the smoothness constraint is reduced (Section V). It also shows how the optimal number of smoothing levels grows with the overall smoothness of the solution.

VII. DISCUSSION

A. Comparison to Multigrid

From the experiments described in the previous section, we see that the hierarchical basis conjugate gradient algorithm is dramatically faster than single-resolution conjugate gradient (which is itself much faster than Gauss-Seidel). Similar speedups have been reported using multigrid techniques [8]. Based on our experience in having implemented both algorithms, we believe that the hierarchical basis conjugate gradient is better suited for computer vision applications for three reasons: ease of implementation, suitability for massively parallel architectures, and wider range of applicability.

When designing a multigrid algorithm [35], we must
### TABLE I

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>L = 1</th>
<th>L = 2</th>
<th>L = 3</th>
<th>L = 4</th>
<th>L = 5</th>
<th>L = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 x 9</td>
<td>51.24</td>
<td>50.36</td>
<td>49.48</td>
<td>48.59</td>
<td>47.69</td>
<td>46.78</td>
</tr>
<tr>
<td></td>
<td>0.008761</td>
<td>0.008141</td>
<td>0.007501</td>
<td>0.006861</td>
<td>0.006212</td>
<td>0.005563</td>
</tr>
<tr>
<td>17 x 17</td>
<td>55.21</td>
<td>54.32</td>
<td>53.42</td>
<td>52.52</td>
<td>51.63</td>
<td>50.73</td>
</tr>
<tr>
<td></td>
<td>0.009897</td>
<td>0.009177</td>
<td>0.008457</td>
<td>0.007737</td>
<td>0.007017</td>
<td>0.006297</td>
</tr>
<tr>
<td>33 x 33</td>
<td>58.51</td>
<td>57.61</td>
<td>56.71</td>
<td>55.81</td>
<td>54.91</td>
<td>54.01</td>
</tr>
<tr>
<td></td>
<td>0.011967</td>
<td>0.011247</td>
<td>0.010527</td>
<td>0.009807</td>
<td>0.009087</td>
<td>0.008367</td>
</tr>
<tr>
<td>65 x 65</td>
<td>58.51</td>
<td>57.61</td>
<td>56.71</td>
<td>55.81</td>
<td>54.91</td>
<td>54.01</td>
</tr>
<tr>
<td></td>
<td>0.011967</td>
<td>0.011247</td>
<td>0.010527</td>
<td>0.009807</td>
<td>0.009087</td>
<td>0.008367</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>L = 1</th>
<th>L = 2</th>
<th>L = 3</th>
<th>L = 4</th>
<th>L = 5</th>
<th>L = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>77.23</td>
<td>128.32</td>
<td>106.43</td>
<td>84.54</td>
<td>62.65</td>
<td>40.76</td>
</tr>
<tr>
<td></td>
<td>0.000872</td>
<td>0.000763</td>
<td>0.000654</td>
<td>0.000545</td>
<td>0.000436</td>
<td>0.000327</td>
</tr>
<tr>
<td>Bilinear</td>
<td>71.32</td>
<td>121.43</td>
<td>89.54</td>
<td>67.65</td>
<td>45.76</td>
<td>23.87</td>
</tr>
<tr>
<td></td>
<td>0.000907</td>
<td>0.000798</td>
<td>0.000689</td>
<td>0.000580</td>
<td>0.000471</td>
<td>0.000362</td>
</tr>
<tr>
<td>Bilinear w/ discontinuity</td>
<td>71.32</td>
<td>121.43</td>
<td>89.54</td>
<td>67.65</td>
<td>45.76</td>
<td>23.87</td>
</tr>
<tr>
<td></td>
<td>0.000907</td>
<td>0.000798</td>
<td>0.000689</td>
<td>0.000580</td>
<td>0.000471</td>
<td>0.000362</td>
</tr>
<tr>
<td>Biquadratic</td>
<td>77.32</td>
<td>137.43</td>
<td>94.54</td>
<td>61.65</td>
<td>38.76</td>
<td>15.87</td>
</tr>
<tr>
<td></td>
<td>0.000763</td>
<td>0.000654</td>
<td>0.000545</td>
<td>0.000436</td>
<td>0.000327</td>
<td>0.000218</td>
</tr>
<tr>
<td>Cubic</td>
<td>77.32</td>
<td>137.43</td>
<td>94.54</td>
<td>61.65</td>
<td>38.76</td>
<td>15.87</td>
</tr>
<tr>
<td></td>
<td>0.000763</td>
<td>0.000654</td>
<td>0.000545</td>
<td>0.000436</td>
<td>0.000327</td>
<td>0.000218</td>
</tr>
</tbody>
</table>

### TABLE III

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>L = 1</th>
<th>L = 2</th>
<th>L = 3</th>
<th>L = 4</th>
<th>L = 5</th>
<th>L = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 x 9</td>
<td>51.24</td>
<td>50.36</td>
<td>49.48</td>
<td>48.59</td>
<td>47.69</td>
<td>46.78</td>
</tr>
<tr>
<td></td>
<td>0.008761</td>
<td>0.008141</td>
<td>0.007501</td>
<td>0.006861</td>
<td>0.006212</td>
<td>0.005563</td>
</tr>
<tr>
<td>17 x 17</td>
<td>55.21</td>
<td>54.32</td>
<td>53.42</td>
<td>52.52</td>
<td>51.63</td>
<td>50.73</td>
</tr>
<tr>
<td></td>
<td>0.009897</td>
<td>0.009177</td>
<td>0.008457</td>
<td>0.007737</td>
<td>0.007017</td>
<td>0.006297</td>
</tr>
<tr>
<td>33 x 33</td>
<td>58.51</td>
<td>57.61</td>
<td>56.71</td>
<td>55.81</td>
<td>54.91</td>
<td>54.01</td>
</tr>
<tr>
<td></td>
<td>0.011967</td>
<td>0.011247</td>
<td>0.010527</td>
<td>0.009807</td>
<td>0.009087</td>
<td>0.008367</td>
</tr>
<tr>
<td>65 x 65</td>
<td>58.51</td>
<td>57.61</td>
<td>56.71</td>
<td>55.81</td>
<td>54.91</td>
<td>54.01</td>
</tr>
<tr>
<td></td>
<td>0.011967</td>
<td>0.011247</td>
<td>0.010527</td>
<td>0.009807</td>
<td>0.009087</td>
<td>0.008367</td>
</tr>
</tbody>
</table>

first devise a hierarchy of problems, i.e., for each level, we must rederive the finite element equations (this often involves averaging data from the finer level). We also have to specify both the injection (subsampling) and prolongation (interpolation) operations, as well as to choose an interlevel coordination scheme. With hierarchical basis functions, only a single interpolation function needs to be specified. There is no need to explicitly build a pyramid for representation or computation (this is also true for some multigrid techniques). Most of the computation proceeds in parallel at the fine level, with only occasional excursions up or down the virtual pyramid for summing or smoothing.\(^8\) Since we can choose the interpolation function (hierarchical basis) independent of the problem being solved, we have much greater flexibility. For ex-

\(^8\)Recently, concurrent multigrid techniques have been developed which also make full use of processors in a massively parallel architecture [42].
ample, wavelets [43] could be used as an alternative to the polynomial bases that we have studied in this paper.

In our own implementation of multigrid, we were unable to achieve a convergence much better than that of the simple coarse-to-fine algorithm shown in Fig. 14. This is probably due to the inhomogeneous nature of the sparse data constraints, and could be remedied by carefully tailoring the injection and prolongation operations. This serves to point out one of the weaknesses of traditional multigrid, which is designed for solving smooth homogeneous partial differential equations with known boundary conditions. For computer vision problems, the task often involves integrating sparse data with varying degrees of uncertainty scattered over the visual field [25]. In such a situation, using conjugate gradient descent combined with hierarchical basis functions will still work when a simple implementation of multigrid might fail.9

### B. Relative Representations

The hierarchical basis function representation is closely related to relative multiresolution representations, where the surface being modeled is obtained by summing the values at the various pyramid levels [25], [16]. In the hierarchical basis representation, the number of variables is the same as in the fine level representation, and the transformation between nodal and hierarchical bases is invertible. It is therefore easy to formulate problems on the fine grid and solve them on the pyramid. An alternative to this approach is to use a full pyramid, which has more degrees of freedom than the original problem. To make the problem well-posed, we must equip each level with its own independent smoothness constraint, and require that the sum of the levels match the data constraints [25].

9If we were interpolating the data to an extremely fine grid, then the theoretical computation cost of full multigrid, which is \(O(n)\) [35], would be better than that of hierarchical basis conjugate gradient, which is \(O(n \log n)\) [12]. However, it is rare for computer vision problems to be so largely unconstrained and to require such high-resolution results.

This alternative is currently being investigated, along with other concurrent multigrid algorithms [16].

### C. Extensions

The hierarchical basis \(S\) is an example of a preconditioner, which helps to reduce the condition number of the stiffness \(A\). Another popular choice for the preconditioner is \(A^{-1/2}\), where \(A\) is the diagonal matrix formed from \(A\).

This diagonal scaling [34] produces a preconditioned stiffness matrix \(A\) with all ones on the diagonal, and is quite effective at reducing the adverse effects of stiff data constraints (large \(\lambda\)’s or small \(\lambda\)). We are currently investigating how to combine diagonal scaling with hierarchical basis functions to obtain a method that automatically determines the best number of smoothing levels. Ideally, we would like our bases (preconditioners) to match the natural eigenvectors of the system as closely as possible, which would provide optimal speedups for our relaxation. In practice, we are constrained to finding hierarchical bases (i.e., ones which are recursively defined) that limit the amount of computation involved in the smoothing/scaling step.

The hierarchical basis function idea can easily be extended to domains other than two-dimensional surfaces. It could just as easily be applied to 3-D elastic models that use cylindrical coordinates [14], or to 3-D elastic net models built from a recursively tessellated sphere [25]. They are easy to implement because we do not have to create a whole family of related problems, as in multigrid. Instead, we can simply define a multiresolution set of basis functions (e.g., relying on the recursive tessellation of the method) and apply it as a preconditioner.

We are currently examining the application of our new approach to other computer vision problems such as shape from shading [44]. Here, the nonlinear nature of the data constraints (due to the nonlinear reflectance map) causes problems with traditional multigrid implementations [9], [45]. By using our hierarchical basis functions, we can solve the fine-level problem without any multiresolution

### TABLE V

<table>
<thead>
<tr>
<th>grid size</th>
<th>(L = 1)</th>
<th>(L = 2)</th>
<th>(L = 3)</th>
<th>(L = 4)</th>
<th>(L = 5)</th>
<th>(L = 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\lambda = 0.1)</td>
<td>129.06</td>
<td>139.94</td>
<td>155.76</td>
<td>165.92</td>
<td>186.00</td>
<td>206.10</td>
</tr>
<tr>
<td>(\lambda = 1.0)</td>
<td>117.33</td>
<td>128.50</td>
<td>141.26</td>
<td>154.48</td>
<td>167.69</td>
<td>180.58</td>
</tr>
<tr>
<td>(\lambda = 10.0)</td>
<td>93.78</td>
<td>102.89</td>
<td>116.12</td>
<td>129.52</td>
<td>142.87</td>
<td>156.48</td>
</tr>
<tr>
<td>(\lambda = 100.0)</td>
<td>78.40</td>
<td>83.49</td>
<td>90.75</td>
<td>97.89</td>
<td>105.48</td>
<td>113.49</td>
</tr>
<tr>
<td>(\lambda = 1000.0)</td>
<td>65.49</td>
<td>70.29</td>
<td>77.69</td>
<td>85.67</td>
<td>93.56</td>
<td>101.99</td>
</tr>
</tbody>
</table>

**CONDITION NUMBER FOR CONTROLLED-CONTINUITY SPLINE AS A FUNCTION OF REGULARIZATION PARAMETER \(\lambda\) AND NUMBER OF SMOOTHING LEVELS.**

**33 × 33 GRID SIZE, BILINEAR INTERPOLATOR, \(\lambda = 1\).**
approximations, and simply use the hierarchical basis to speed up the relaxation.

VIII. CONCLUSIONS

In this paper, we have presented a new algorithm for efficiently solving surface interpolation and other regularized computer vision problems. The algorithm is based on the hierarchical basis functions devised by Yserentant. Because of the recursive formulation of the basis set, conversion between the usual nodal basis and the hierarchical basis is extremely efficient. This allows us to devise a new conjugate gradient descent algorithm which uses a smoothed version of the residual vector to determine the new candidate direction. This new algorithm is easy to implement, both on serial and parallel architectures. On a serial machine, the smoothing step takes $O(n)$ operations, where $n$ is the number of nodes. On a parallel machine, $O(\log n)$ parallel steps must be used.

The new conjugate gradient algorithm has been tested on a number of synthetic and natural data sets. It performs much better than single resolution schemes and coarse-to-fine relaxation. The optimal number of levels to be used in the smoothing pyramid and the optimal choice of interpolator seem to be problem dependent. Fortunately, this choice does not significantly affect the speedups available with this technique.

Because of the simplicity of the central idea in the algorithm (the multiresolution smoothing of the residual vector), this same algorithm is applicable to a wide variety of numerical relaxation problems, including those involving 3-D energy-based models. We are currently investigating other multiresolution relaxation schemes, in order to find efficient relaxation algorithms that can be implemented on parallel architectures and to build better multiresolution descriptions of the visual world.
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