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Abstract
Stereo matching is one of the most active research areas in
computer vision. While a large number of algorithms for
stereo correspondence have been developed, relatively little
work has been done on characterizing their performance.
In this paper, we present a taxonomy of dense, two-frame
stereo methods designed to assess the different components
and design decisions made in individual stereo algorithms.
Using this taxonomy, we compare existing stereo methods
and present experiments evaluating the performance of many
different variants. In order to establish a common software
platform and a collection of data sets for easy evaluation, we
have designed a stand-alone, flexible C++ implementation
that enables the evaluation of individual components and
that can be easily extended to include new algorithms. We
have also produced several new multi-frame stereo data sets
with ground truth, and are making both the code and data
sets available on the Web.

1. Introduction
Stereo correspondence has traditionally been, and continues
to be, one of the most heavily investigated topics in computer
vision. However, it is sometimes hard to gauge progress in
the field, as most researchers only report qualitative results
on the performance of their algorithms, and the last exhaus-
tive stereo surveys date back about a decade [24, 19]. This
paper provides an update on the state of the art in the field,
with particular emphasis on stereo methods that (1) operate
on two frames under known camera geometry, and (2) pro-
duce a dense disparity map, i.e., a disparity estimate at each
pixel. Our goals are two-fold:

1. to provide a taxonomy of existing stereo algorithms
that allows the dissection and comparison of individual
algorithm components design decisions, and

2. to provide a test bed for the quantitative evaluation
of stereo algorithms. Towards this end, we are plac-
ing sample implementations of correspondence algo-
rithms along with test data and results on the Web at
www.middlebury.edu/stereo.

We emphasize calibrated two-frame methods in order to fo-
cus our analysis on the essential components of stereo cor-
respondence. However, it would be relatively straightfor-
ward to generalize our approach to include many multi-frame
methods, in particular multiple-baseline stereo [54] and its
plane-sweep generalizations [21, 71].

The requirement of dense output is motivated by modern
applications of stereo such as view synthesis and image-
based rendering, which require disparity estimates in all im-
age regions, even those that are occluded or without texture.
Thus, sparse and feature-based stereo methods are outside
the scope of this paper, unless they are followed by a surface-
fitting step, e.g., using triangulation, splines, or seed-and-
grow methods.

Our work is motivated by a similar study of optical flow
algorithms by Barron et al. [5]. In stereo correspondence,
two previous comparative papers have focused on the per-
formance of sparse feature matchers [35, 15]. Two recent
papers [69, 49] have developed new criteria for evaluating
the performance of dense stereo matchers for image-based
rendering and tele-presence applications. This work is a con-
tinuation of the investigations begun by Szeliski and Zabih
[72], which compared the performance of several popular
algorithms, but did not provide a detailed taxonomy or as
complete a coverage of algorithms.

We begin this paper with a discussion of the assumptions
and representations of stereo algorithms. In Section 3, we
present our taxonomy of dense two-frame correspondence
algorithms. Sections 4 and 5 discuss our implementation
and our evaluation methodology. We highlight and discuss
the most interesting subset of our results in Section 6 and
conclude with a discussion of planned future work.

2. Assumptions and representations
Any vision algorithm, explicitly or implicitly, makes as-
sumptions about the physical world and the image formation
process. For example, how does the algorithm measure the
evidence that points in the two images match, i.e., that they
are projections of the same scene point? Common assump-
tions are Lambertian surfaces, i.e., surfaces whose appear-



ance does not vary with viewpoint. Some algorithms also
model specific kinds of camera noise, or differences in gain
or bias.

Equally important are assumptions about the world or
scene geometry, and the visual appearance of objects. As-
suming that the physical world consists of piecewise-smooth
surfaces, algorithms have built-in smoothness assumptions
(often implicit) without which the correspondence problem
would be underconstrained and ill-posed. Our taxonomy
of stereo algorithms, presented in Section 3, examines both
matching assumptions and smoothness assumptions in order
to categorize existing stereo methods.

Finally, most algorithms make assumptions about camera
calibration and epipolar geometry. This is arguably the best-
understood part of stereo vision; we therefore assume in this
paper that we are given a pair of rectified images as input.

A second critical issue in understanding an algorithm is
the representation used internally and output externally by
the algorithm. Most stereo correspondence methods com-
pute a univalued disparity function d(x, y) with respect to a
reference image, which could be one of the input images, or
a “cyclopian” view in between some of the images.

Other approaches, in particular multi-view stereo meth-
ods, use multi-valued [71], voxel-based [65, 45], or layer-
based [79, 3] representations. Still other approaches use full
3D models such as deformable models [75], triangulated
meshes [27], or level-set methods [25].

Since our goal is to compare a large number of methods
within one common framework, we have chosen to focus on
techniques that produce a univalued disparity map d(x, y)
as their output. Central to such methods is the concept of
a disparity space (x, y, d). In computer vision, disparity
is often treated as synonymous with inverse depth [16, 54].
More recently, several researchers have defined disparity as
a three-dimensional projective transformation of 3-D space
(X, Y, Z)[21, 71]. In general, we favor this more general-
ized interpretation of disparity, since it allows the adaptation
of the search space to the geometry of the input cameras. In
this study, however, all of our images are taken on a lin-
ear path with the optical axis perpendicular to the camera
displacement, and the classical inverse-depth interpretation
will suffice [54]. Furthermore, in order to be able to compare
the disparity estimates produced by different pairings of im-
ages, we define disparity to be the horizontal displacement
between successive images (our images are taken left-to-
right at regular displacements). The (x, y) coordinates of
the disparity space are taken to be coincident with the pixel
coordinates of a reference image chosen from our input data
set. The correspondence between a pixel (x, y) in reference
image r and a pixel (x′, y′) in matching image m is then
given by

x′ = x + (r − m)d(x, y), y′ = y. (1)

Once the disparity space has been specified, we can intro-
duce the concept of a disparity space image or DSI [81, 14].
In general, a DSI is any image or function defined over a con-
tinuous or discretized version of disparity space (x, y, d).
In practice, the DSI usually represents the confidence or
log likelihood (i.e., cost) of a particular match implied by
d(x, y).

The goal of a stereo correspondence algorithm is then to
produce a univalued function in disparity space d(x, y) that
best describes the shape of the surfaces in the scene.

3. A taxonomy of stereo algorithms
In order to support an informed comparison of stereo match-
ing algorithms, we develop in this section a taxonomy and
categorization scheme for such algorithms. We present a set
of algorithmic “building blocks” from which a large set of
existing algorithms can easily be constructed. Our taxonomy
is based on the observation that stereo algorithms generally
perform (subsets of) the following four steps [63, 62]: (1)
matching cost computation; (2) cost (support) aggregation;
(3) disparity computation / optimization; and (4) disparity
refinement. The actual sequence of steps taken depends on
the specific algorithm.

For example, local (window-based) algorithms, where
the disparity computation at a given point depends only on
intensity values within a finite window, usually make implicit
smoothness assumptions by aggregating support.

On the other hand, global algorithms make explicit
smoothness assumptions and then solve an optimization
problem. Such algorithms typically do not perform an ag-
gregation step, but rather seek a disparity assignment (step
3) that minimizes a global cost function that combines data
(step 1) and smoothness terms. The main distinction be-
tween these algorithms is the minimization procedure used,
e.g., simulated annealing [47, 4], probabilistic (mean-field)
diffusion [63], or graph cuts [18].

In between these two broad classes are certain iterative
algorithms that do not explicitly state a global function that
is to be minimized, but whose behavior mimics closely that
of iterative optimization algorithms [46, 63, 83]. Hierarchi-
cal (coarse-to-fine) algorithms resemble such iterative algo-
rithms, but typically operate on an image pyramid [80, 58, 7].

3.1. Matching cost computation
The most common pixel-based matching costs include
squared intensity differences (SSD) [34, 1, 48, 68], and ab-
solute intensity differences (SAD) [39].

More recently, robust measures, including truncated
quadratics and contaminated Gaussians have been proposed
[11, 12, 63]. These measures are useful because they limit
the influence of mismatches during aggregation.

Other traditional matching costs include normalized
cross-correlation [34, 60, 15], which behaves similar to sum-
of-squared-differences (SSD), and binary matching costs



(i.e., match / no match) [46], based on binary features such as
edges [33] or the sign of the Laplacian [51]. Binary match-
ing costs are not commonly used in dense stereo methods,
however.

Some costs are insensitive to differences in camera gain
or bias, for example gradient-based measures [61], and non-
parametric measures, such as rank and census transforms
[82]. Of course, it is also possible to correct for differ-
ent camera characteristics by performing a preprocessing
step for bias-gain or histogram equalization [32, 23]. Other
matching criteria include phase and filter-bank responses
[43, 37, 38]. Finally, Birchfield and Tomasi have proposed
a matching cost that is insensitive to image sampling [8].

The matching cost values over all pixels and all disparities
form the initial disparity space image M0(x, y, d). While
our study is currently restricted to two-frame methods, the
initial DSI can easily incorporate information from more
than two images by simply summing up the cost values for
each matching image m, since the DSI is associated with
a fixed reference image r (Equation (1)). This is the idea
behind multiple-baseline SSSD and SSAD methods [54, 42,
50]. As mentioned in Section 2, this idea can be generalized
to arbitrary camera configurations [21, 71].

3.2. Aggregation of cost
Local and window-based methods aggregate the matching
cost by summing or averaging over a support region in
the DSI M(x, y, d). A support region can be either two-
dimensional at a fixed disparity, or three-dimensional in x-
y-d space. Two-dimensional evidence aggregation has been
implemented using square windows or Gaussian convolu-
tion (traditional), multiple windows anchored at different
points (shiftable windows) [2, 14], windows with adaptive
sizes [53, 40, 78, 41], and windows based on connected com-
ponents of constant disparity [17]. Three-dimensional sup-
port functions that have been proposed include limited dis-
parity difference [33], limited disparity gradient [56], and
Prazdny’s coherence principle [57].

Aggregation with a fixed support region can be performed
using 2D or 3D convolution, or, in the case of rectangu-
lar windows, using efficient (moving average) box-filters.
Shiftable windows can also be implemented efficiently us-
ing a separable sliding min-filter. A different method of
aggregation is iterative diffusion, i.e., an aggregating (or av-
eraging) operation that is implemented by repeatedly adding
to each pixel’s cost the (weighted) values of its neighboring
pixels’ costs [66, 63].

3.3. Disparity computation and optimization
Local methods. In local methods, the emphasis is on the
matching cost computation and on the cost aggregation steps.
Computing the final disparities is trivial: simply choose at
each pixel the disparity associated with the minimum cost

value. Thus, these methods perform a local “winner-take-
all” (WTA) optimization at each pixel.

Global optimization. In contrast, global methods perform
almost all of their work during the disparity computation
phase, and often skip the aggregation step. Many global
methods are formulated in an energy-minimization frame-
work [74]. The objective is to find a disparity function d that
minimizes a global energy,

E(d) = Edata(d) + λEsmooth(d). (2)

The data term, Edata(d), measures how well the disparity
function d agrees with the input image pair. Using the dis-
parity space formulation,

Edata(d) =
∑
(x,y)

M(x, y, d(x, y)), (3)

where M is the (initial or aggregated) matching cost DSI.
The smoothness term Esmooth(d) encodes the smooth-

ness assumptions made by the algorithm. To make the opti-
mization computationally tractable, the smoothness term is
often restricted to only measuring the differences between
neighboring pixels’ disparities,

Esmooth(d) =
∑
(x,y)

ρ(d(x, y) − d(x+1, y)) +

ρ(d(x, y) − d(x, y+1)), (4)

where ρ is some monotonically increasing function of dis-
parity. In regularization-based vision [55], ρ is a quadratic
function, which makes d smooth everywhere, and may lead
to poor results at object boundaries. Energy functions that
do not have this problem are called discontinuity-preserving,
and are based on robust ρ functions [74, 12, 63]. Geman
and Geman’s seminal paper [31] gave a Bayesian interpre-
tation of these kinds of energy functions and proposed a
discontinuity-preserving energy function based on Markov
Random Fields (MRFs) and additional line processes. Black
and Rangarajan [12] show how line processes can be often
be subsumed by a robust regularization framework.

The terms in Esmooth can also depend on the intensity
differences, e.g.,

ρd(d(x, y) − d(x+1, y)) · ρI(‖I(x, y) − I(x+1, y)‖). (5)

This idea [28, 26, 14, 18] encourages disparity discontinu-
ities to coincide with intensity/color edges, and appears to
account for some of the good performance of global opti-
mization approaches.

Once the global energy has been defined, a variety of al-
gorithms can be used to find a (local) minimum. The tradi-
tional approaches associated with regularization and Markov
Random Fields include continuation [13], simulated anneal-
ing [31, 47, 4], highest confidence first [20], and mean-field
annealing [29].



More recently, max-flow and graph-cut methods have
been proposed to solve a special class of global optimiza-
tion problems [59, 36, 18, 77, 44]. Such methods are more
efficient than simulated annealing, and have produced good
results.

Dynamic programming. A different class of global opti-
mization algorithms are those based on dynamic program-
ming. While the 2D-optimization of equation (2) can be
shown to be NP-hard for common classes of smoothness
functions [77], dynamic programming can find the global
minimum for independent scanlines in polynomial time. Re-
cent approaches have focused on the dense (intensity-based)
scanline optimization problem [6, 30, 22, 14, 9]. These ap-
proaches work by computing the minimum cost path through
the matrix of all pairwise matching costs between two cor-
responding scanlines. Partial occlusion is handled explicitly
by assigning a group of pixels in one image to a single pixel
in the other image.

Problems with dynamic programming stereo include the
selection of the right cost for occluded pixels and the diffi-
culty of enforcing inter-scanline consistency, although sev-
eral methods propose ways of addressing the latter [52, 14].
Another problem is that the dynamic programming approach
requires enforcing the monotonicity or ordering constraint.
This constraint requires that the relative ordering of pixels
on a scanline remain the same between the two views, which
may not be the case in scenes containing narrow foreground
objects.

Cooperative algorithms. Finally, cooperative algo-
rithms, inspired by computational models of human stereo
vision, were among the earliest methods proposed for dis-
parity computation [46]. Such algorithms iteratively per-
form local computations, but use nonlinear operations that
result in an overall global behavior similar to global opti-
mization algorithms. In fact, for some of these algorithms,
it is possible to explicitly state a global function that is being
minimized [63]. Recently, a promising variant of Marr and
Poggio’s original cooperative algorithm has been proposed
[83].

3.4. Refinement of disparities
Most stereo correspondence algorithms compute a set of
disparity estimates in some discretized space, e.g., for inte-
ger disparities (exceptions include continuous optimization
techniques such as optic flow [7] or splines [70]). For ap-
plications such as robot navigation or people tracking, these
may be perfectly adequate. However for image-based ren-
dering, such quantized maps lead to very unappealing view
synthesis results (the scene appears to be made up of many
thin shearing layers). To remedy this situation, sub-pixel
disparity estimates can be computed in a variety of ways,
including iterative gradient descent and fitting a curve to
the matching costs at discrete disparity levels [76, 48, 40].

This provides an easy way to increase the resolution of a
stereo algorithm with little additional computation. How-
ever, to work well, the intensities being matched must vary
smoothly, and the regions over which these estimates are
computed must be on the same (correct) surface.

Recently, some questions have been raised about the ad-
visability of fitting correlation curves to integer-sampled
matching costs [67]. This situation may even be worse
when sampling-insensitive dissimilarity measures are used
[8]. This is an area we plan to investigate in the future.

3.5. Other methods
Not all dense two-frame stereo correspondence algorithms
can be described in terms of our basic taxonomy and rep-
resentations. The algorithms described in this paper first
enumerate all possible matches at all possible disparities,
then select the best set of matches in some way. This is a
useful approach when a large amount of ambiguity may ex-
ist in the computed disparities. An alternative approach is
to use methods inspired by classic (infinitesimal) optic flow
computation. Here, images are successively warped and
motion estimates incrementally updated until a satisfactory
registration is achieved. These techniques are most often
implemented within a coarse-to-fine hierarchical refinement
framework [58, 7, 5, 70].

A univalued representation of the disparity map is also
not essential. Multi-valued representations, which can rep-
resent several depth values along each line of sight, have
been extensively studied recently, especially for large multi-
view data set. Many of these techniques use a voxel-based
representation to encode the reconstructed colors and spa-
tial occupancies or opacities [71, 65, 45]. Another way to
represent a scene with more complexity is to use multiple
layers, each of which can be represented by a plane plus
residual parallax [3, 10, 73]. Finally, deformable surfaces
of various kinds have also been used to perform 3D shape
reconstruction from multiple images [75, 27, 25].

4. Implementation
We have developed a stand-alone, portable C++ implemen-
tation of several stereo algorithms. The implementation is
closely tied to the taxonomy presented in Section 3, and
currently includes window-based algorithms, diffusion al-
gorithms, as well as global optimization methods using dy-
namic programming and graph cuts. While many published
methods include special features and post-processing steps
to improve the results, we have chosen to implement the
basic versions of such algorithms, in order to assess their
respective merits most directly.

The implementation is modular, and can easily be ex-
tended to include other algorithms or their components. We
plan to add several other algorithms in the near future, and
we hope that other authors will contribute their methods to



our framework as well. Once a new algorithm has been in-
tegrated, it can easily be compared with other algorithms
using our evaluation module, which can measure disparity
error and reprojection error (Section 5). The implementa-
tion contains a sophisticated mechanism for specifying pa-
rameter values that support recursive script files for easy
performance comparisons on multiple data sets.

Due to space limitations, we can only include a brief
discussion of the optimization module. For a detailed dis-
cussion of the matching cost computation, aggregation, and
disparity refinement modules, please see the full version of
this paper [64].

Given (optionally aggregated) costs, the optimization
module computes the winning disparities using one of sev-
eral algorithms. In this paper we report on results of the
following optimization methods:

• winner-take-all (WTA);

• dynamic programming (DP);

• scanline optimization (SO);

• graph cut (GC).

The winner-take-all method simply picks the lowest (aggre-
gated) matching cost as the selected disparity at each pixel.
The other methods require (in addition to the matching cost)
the definition of a smoothness cost. Prior to invoking one
of the optimization algorithms, we set up some tables re-
flecting the values of ρd in (5) and precompute the spatially
varying weights ρI(x, y). These two tables are controlled
by the parameters λ, which controls the overall scale of the
smoothness term, and γ, which controls the dependence on
the intensity gradient (difference). We currently use

ρI(∆I) =
1

1 + γ|∆I| . (6)

We can thus ensure that all of the optimization algorithms
are minimizing the same objective function, while enabling
a more meaningful comparison of their performance.

Our first global optimization technique, DP, is a dynamic
programming method similar to the one proposed by [14].
The algorithm works by computing the minimum-cost path
through each x-d slice in the DSI . Every point in this slice
can be in one of three states: M (match), L (left-visible only),
or R (right-visible only). Assuming the ordering constraint is
being enforced, a valid path can take at most three directions
at a point, each associated with a deterministic state change.
Using dynamic programming, the minimum cost of all paths
to a point can be accumulated efficiently. Points in state M
are simply charged the matching cost at this point in the DSI.
Points in states L and R are charged a fixed occlusion cost
opt ocst.

Our second global optimization technique, scanline opti-
mization (SO), is a simple (and, to our knowledge, novel) ap-
proach designed to assess different smoothness terms. Like

the previous method, it operates on individual x-d DSI slices
and optimizes one scanline at a time. However, the method
is asymmetric and does not utilize visibility or ordering con-
straints. Instead, a d value is assigned at each point x such
that the overall cost along the scanline is minimized. (Note
that without a smoothness term, this would be equivalent to
a winner-take-all optimization.) The global minimum can
again be computed using dynamic programming; however,
unlike in traditional (symmetric) DP algorithms, the order-
ing constraint does not need to be enforced, and no occlusion
cost parameter is necessary. Thus, the SO algorithm solves
the same optimization problem as the graph-cut algorithm
described below, except that vertical smoothness terms are
ignored.

Both DP and SO algorithms suffer from the well-known
difficulty of enforcing inter-scanline consistency, resulting
in horizontal “streaks” in the computed disparity map. Bo-
bick and Intille’s approach to this problem is to detect edges
in the DSI slice, and to lower the occlusion cost for paths
along those edges. This has the effect of aligning depth dis-
continuities with intensity edges. In our implementation,
we achieve the same goal by using an intensity-dependent
smoothness cost (Equation (5)), which, in our DP algorithm,
is charged at all L-M and R-M state transitions.

Our final global optimization method, GC, implements
the α-β swap move algorithm described in [18, 77]. We
randomize the α-β pairings at each (inner) iteration, and stop
the algorithm when no further (local) energy improvements
are possible.

5. Evaluation methodology
To evaluate the performance of a stereo algorithm or the
effects of varying some of its parameters, we need a quan-
titative way to estimate the quality of the computed corre-
spondences. Two general approaches to this are to compute
error statistics with respect to some ground truth data [5]
and to evaluate the synthetic images obtained by warping
the reference or unseen images by the computed disparity
map [69].

In the current version of our software, we compute the
following two quality measures based on known ground truth
data:

1. RMS (root-mean-squared) error (measured in disparity
units) between the computed depth map dC(x, y) and
the ground truth map dT (x, y), i.e.,

E =


 1

N

∑
(x,y)

|dC(x, y) − dT (x, y)|2



1
2

, (7)

where N is the total number of pixels.



2. Percentage of bad matching pixels,

P =
1
N

∑
(x,y)

(|dC(x, y) − dT (x, y)| > δd), (8)

where δd is a disparity error tolerance. In our current
set of experiments, we use δd = 1.

In addition to computing these statistics over the whole
image, we also focus on three different kinds of regions.
These regions are computed by pre-processing the reference
image and ground truth disparity map to yield the following
three binary segmentations:

• textureless regions T (locations with low horizontal in-
tensity gradient);

• occluded regions O; and

• depth discontinuity regions D (pixels in the vicinity of
a disparity jump).

These regions were selected to support the analysis of match-
ing results in typical problem areas. The statistics described
above are computed for each of the three regions and their
complements.

The second major approach to gauging the quality of re-
construction algorithms is to use the color images and dispar-
ity maps to predict the appearance of other views [69]. For a
discussion and results of this prediction error methodology,
please see the full version of this paper [64].

To quantitatively evaluate our correspondence algo-
rithms, we require data sets that either have a ground truth
disparity map, or a set of additional views that can be used
for prediction error test (or preferably both).

We have begun to build such a database of images, build-
ing upon the methodology introduced in [72]. We take our
images at regular intervals with a camera mounted on a hor-
izontal translation stage, with the camera pointing perpen-
dicularly to the direction of motion. We use a digital high-
resolution camera (Canon G1) set in manual exposure and
focus mode, and rectify the images using tracked feature
points. We then downsample the original 2048 × 1536 im-
ages to 512 × 384 using a high-quality 8-tap filter.

All of the sequences we have captured are made up
of piecewise planar objects (typically posters or paintings,
some with cut-out edges). Before downsampling the images,
we hand-label each image into its piecewise planar compo-
nents (Figure 1). We then use a direct alignment technique
on each planar region [3] to estimate the affine motion of
each patch. The horizontal component of these motions is
then used to compute the ground truth disparity.

In addition to these novel sequences, we have also been
using the University of Tsukuba data set [50], which contains
5×5 arrays of translated images together with hand-labeled
integer disparity ground truth images. We plan to extend

Figure 1: Sample (reference) images with planar region labeling
and computed ground truth disparities.

our acquisition methodology to handle scenes with quadric
surfaces (cylinders, cones, spheres, ...).

6. Experiments and results
In this section, we highlight a subset of our results. The
experimental study we are performing compares all the al-
gorithms we have implemented with the following goals in
mind:

1. Focus on common problem areas for stereo algorithms.
These include textureless areas, object boundaries and
the “foreground fattening” effect, occluded areas, and
thin objects that violate the ordering constraint.

2. Isolate the effect of the smoothness cost function in
global optimization methods. In particular, we are
studying the effect of smoothness functions with and
without an intensity gradient term that favors disparity
discontinuities to align with intensity edges.

3. Isolate the effect of the matching cost, by comparing
different cost functions, including absolute differences,
squared differences, truncated versions of both, and
Birchfield and Tomasi’s [8] measure. These cost func-
tions will be used in several algorithms whose other
parameters are held constant.

4. Investigate prediction error as an evaluation criterion,
by correlating both forward and backward prediction
error with disparity error, to see whether prediction er-
ror is a valid evaluation method for data sets where
ground truth is not available.

For the complete set of results, please see the tech-report
version of this paper [64]. The results, together with our im-
plementation and the data sets we created, are also available
on the Web at www.middlebury.edu/stereo. Here
we report on initial experiments that address goals 1 and 2.
We focus first on local window-based algorithms, then on
global optimization methods.



6.1. Window-based algorithms
Our first set of experiments measures the effect of window
size for SAD and SSD algorithms, and investigates the use of
a min-filter (i.e., shiftable window). Figure 2 shows various
plots for the Tsukuba data set. We report the percentage of
bad points here; RMS disparity errors behave qualitatively
very similar. The first plot compares SSD, SAD, SSD with
min-filter, and SAD with min-filter by examining the per-
centage of bad points over the entire image. The curves
do not differentiate clearly among the algorithms, but indi-
cate that the min-filter versions generally yield better results.
They also seem to indicate that fairly large window sizes
yield best results. In the second plot we evaluate only im-
age regions near discontinuities. In these regions, the better
performance of the min-filter versions is clearly noticeable,
and also a preference for smaller window sizes. The dis-
parity map for the minimizing window size in the second
plot is shown at the bottom. In the third plot we select one
algorithm (SAD with min-filter), and show how the error
measure depends on the type of image region. It can clearly
be seen that error in textureless regions decreases with larger
window sizes, while the opposite is true for regions near dis-
continuities.

These experiments expose some of the fundamental limi-
tations of local methods. While large windows are needed to
avoid wrong matches in regions with little texture, window-
based stereo methods perform poorly near object boundaries
(i.e., depth discontinuities). The reason is that such methods
implicitly assume that all points within a window have simi-
lar disparities. If a window straddles a depth boundary, some
points in the window match at the foreground disparity, while
others match at the background disparity. The (aggregated)
cost function at a point near a depth discontinuity is thus
bimodal in the d direction, and stronger of the two modes
will be selected as the winning disparity. Which one of the
two modes will win? This depends on the amount of (hor-
izontal) texture present in the two regions. Consider first
a purely horizontal depth discontinuity. Whichever of the
two regions has more horizontal texture will create a stronger
mode, and the computed disparities will thus “bleed” into the
less-textured region. For non-horizontal depth boundaries,
however, the most prominent horizontal texture is usually
the object boundary itself, since different objects typically
have different colors and intensities. Since the object bound-
ary is at the foreground disparity, a strong preference for the
foreground disparity at points near the boundary is created,
even if the background is textured. This is the explanation
for the well-known “foreground fattening” effect exhibited
by window-based algorithms.

Adaptive window methods have been developed to com-
bat this problem. The simplest variant, shiftable windows
(min-filters) can be effective as is shown in the above ex-
periment. Shiftable windows can recover object boundaries

Figure 2: Evaluation measures for Tsukuba image sequence. All
plots report the percentage of bad points vs. the window size. Top
plot: overall comparison of SSD and SAD, with and without min-
filter (MF). Second plot: same comparison, but only for points near
depth discontinuities. Third plot: comparison of points in different
image regions for SAD with min-filter. Bottom: best disparity map
for SAD / MF (selected based on second plot), with window size
7.



Algorithm RMS err. bad pixels occluded textureless
E P PO PT

SAD 1.988 12.87 % 89.47 % 17.60 %
SAD / MF 1.983 12.43 % 74.52 % 19.18 %
DP 1.793 9.52 % 33.68 % 9.28 %
SO 1.657 9.76 % 28.25 % 12.63 %
GC 1.537 6.46 % 30.75 % 3.33 %

Table 1: Error statistics for 5 different algorithms run on the Uni-
versity of Tsukuba data sets. Notice how the errors in occluded
and textureless regions are significantly lower for the global algo-
rithms, in particular the graph cut algorithm. Parameters: SAD,
SAD/MF: window size W = 7; other methods (DP, SO, GC): see
Figure 3.

quite accurately if both foreground and background regions
are textured, and as long as the window fits as a whole within
the foreground object. The size of the min-filter should be
chosen to match the window size. As all local methods, how-
ever, shiftable windows fail in textureless areas, and they can
even “amplify” bad matches.

6.2. Global algorithms
We have also performed experiments using our implementa-
tions of dynamic programming (DP), scanline optimization
(SO), and graph cuts (GC). Table 1 summarizes the error
statistics for the best run of each algorithm, and compares
them to SAD and SAD/MF. It can clearly be seen that the
global algorithms outperform the local ones, in particular in
textureless regions. Figure 3 shows the corresponding dis-
parity maps. All three global algorithms perform quite well,
but both DP and SO show the “streaking” characteristic for
scanline-based algorithms. The graph-cut algorithm per-
forms best, both quantitatively and qualitatively. It should
be noted, however, that the algorithms are currently fairly
sensitive to the tuning of the smoothness cost, in particular
to parameters λ and γ in Equation 6.

7. Conclusion
In this paper, we have proposed a taxonomy for dense two-
frame stereo correspondence algorithms. We use this tax-
onomy to highlight the most important features of existing
stereo algorithms, and to study important algorithmic com-
ponents in isolation. We have implemented a suite of stereo
matching algorithm components, and constructed a test har-
ness that can be used to combine these, to vary the algorithm
parameters in a controlled way, and to test the performance
of these algorithm on interesting data sets. We have also pro-
duced some new calibrated multi-view stereo data sets with
hand-labeled ground truth. We have started an extensive
experimental investigation in order to assess the individual
value of the different algorithmic components. The exper-
iments reported here have demonstrated the limitations of

Figure 3: “Best” disparity maps computed by the global algo-
rithms. Top: Dynamic programming (DP), λ = 100, γ = 1,
opt ocst= 60. Middle: Scanline optimization (SO), λ = 100,
γ = 0. Bottom: Graph cut algorithm (GC), λ = 1000, γ = 2.

local methods, and have started to assess the value of differ-
ent global techniques.

There are some other open questions we would like to
address: How important is it to devise the right cost function
in global optimization algorithms vs. how important is it to
find a global minimum? What kind of adaptive/shiftable
windows work best? Are error measures that are insensitive
to integral shifts also good for sub-pixel refinement, or do
we need to use quadratic energy measures for these to work?

Our current plan is that, by publishing this study along
with our sample code and data sets on the Web, other stereo
researchers will run their algorithms on our data and allow
us to report their results. Even better, we hope that some
researchers take the time to produce implementation of their
algorithms compatible with our framework available for oth-



ers to use and to build upon. We would be thrilled if some set
of standard data and testing methodology were to become an
accepted standard in the stereo correspondence community,
so that new algorithms would have to pass a “litmus test” to
demonstrate that they improve on the state of the art.

By building on the framework and methodology devel-
oped in this paper, we will hopefully reach a deeper under-
standing of the complex behavior of stereo correspondence
algorithms. Only once the representations become rich
enough to capture the full complexity of the visual world
will image-based modeling fulfill its promise of accurately
capturing and replaying the complete appearance of inter-
esting, complex scenes and objects.
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